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Human Reliability 

There are many terms that are used to describe how people contribute to safety 
events, including human failure and human error. In this document we use the term 
‘Human Reliability’ to describe an area of safety management that considers the 
human contribution to risk and the systems we need to reduce that risk. 

Human failures, as the name suggests, is a general term for where the actions of people have been deficient in 
some way and this has led to an accident or loss. Human failures are recognised as being a major contributor to 
accidents and incidents as they frequently result in immediate or latent hazardous situations (unsafe behaviours 
and conditions). Consequences can include injury, loss of containment, loss of process integrity, failure of plant 
and equipment.  

The two main types of human failure are errors and violations, and these are described later. 

Human Reliability is therefore concerned about understanding where humans can contribute to safety risks and 
reducing both the likelihood and severity of the potential outcomes. 

Human Reliability Assessment 

The likelihood of a human error occurring during a task is directly related to the way the task itself is designed and 
the quality of the following key factors: 

 organisation, including the safety culture; 

 job/task, including complexity, design and documentation (for example written procedures); and 

 individual, including operator competence and behavioural factors. 

Other sheets in the AIGA Human Factors series provide further details on these factors [1].1 

Human reliability assessment (can also be known as Human Error Analysis) is used to gather and present 
information on these factors in a logical way. Organisations use human reliability assessment to examine the 
extent to which they have these factors under good control. If the level of control (and therefore human reliability) 
can be improved, the assessment will point to how this may be achieved.  

Certain techniques are available to generate ‘human error probabilities’ for tasks giving an estimate of the risk of 
human error. Different tools and techniques are also available for examining violations (for example ‘ABC 
analysis’). 

                                 
1 References are shown by bracketed numbers and are listed in order of appearance in the reference section. 
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Learning more about human reliability. 

If the answer to any of the questions below is ‘no’, then you need to take action  

 

1. Does the organisation understand the term ‘human failure’? ☐  

2. Does the organisation recognise the difference between intentional failures (violations) and 
unintentional failures (errors)? 

☐  

3. Does the organisation consider that human error is inevitable, or that failures cannot be 
managed? In other words, can we only eliminate human error through process design? 

☐  

4. Is there a formal procedure for conducting human reliability assessments? 

 Is there any science/method as to how the organisation assesses human failures, or is it 

seen as ‘common sense’? 

☐  

☐ 

5. Does the organisation identify those critical operations (not just manual) that impact on major 
accident hazards and the risks of human error (for example maintenance, start-up, shut down, 
valve movements, temporary connections)? 

☐  

6. Does the organisation identify the key steps in the operations (for example by talking through 
the task with operators, walking through the operation, reviewing documentation)? 

☐  

7. Does the organisation identify potential human failures that can occur in the key steps in the 
operations (for example failure to complete the task, completing tasks in the wrong order)? 

 Does the organisation include unintentional errors as well as intentional violations? 

 Does the organisation address mental failures (decision making) or communication 
failures, as well as physical failures? 

☐ 

 

☐ 

☐ 

8. Does the organisation identify factors that make these failures more or less likely (such as 
workload, working time arrangements, training and competence, clarity of interfaces/labelling)? 

☐  

9. Does the organisation apply the hierarchy of control measures in addressing the human failure 
(for example by eliminating the hazard, rather than simply providing training)? 

☐  

10. Do assessments lead to new control measures, or confirmation that failures are addressed by 
existing controls? 

☐  

11. Are operators involved in assessments of activities for which they are responsible (for example 
task analysis or identifying potential failures)? 

☐  

12. Are human reliability assessments recorded? ☐  

13. Do the assessors have training and experience to demonstrate that they are able to identify 
potential human failures and the means to manage them? 

 How do they know that they have identified all of the failures and influencing factors? 

☐  

 

☐  

14. Does the organisation consider human failures in process deviations or emergency situations?  

 Does the organisation consider how the influences on behaviour may be different under 
these circumstances? (for example people can experience higher levels of stress in 
dangerous or unusual situations, or their workload might be greatly increased in a 
deviation from normal operation). 

☐ 

☐ 

15. Does the assessment focus only on operator failure, or does the assessment also consider 
management and system failures (for example failures in planning, allocation of resources, 
selection of staff, provision of suitable tools and procedures, communications, allocation of 
roles/responsibilities, provision of training and competency assessment, organisational 
memory)? 

☐  

 

Types of human failure 

It is important to remember that human failures are not random and are usually familiar and predictable. It is also 
important to understand the different failure types because they have different causes and influencing factors and 
the ways of preventing or reducing the failures are also different. 
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The types of human failure that can lead to incidents may be categorised as follows: 

 

Errors 

 

Errors are actions that are not intended or decisions that result in unintended outcomes. 
There are two important types of errors: 

 action errors, where the action was not as planned, through either a slip (for 
example pressing the wrong button or reading the wrong gauge) or a lapse (for 
example forgetting to carry out a step in a procedure); and 

 thinking errors are errors of judgement or decision-making where the intended 
actions are wrong (i.e. where we do the wrong thing believing it to be right) 

 

 

Violations 

 

Violations are a deliberate deviation from a rule or procedure or established behavioural 
norm. They differ from the above in that they are intentional, such as taking a short-cut 
or non-compliance. They are rarely intended to harm or cause damage (for example 
sabotage) and usually result from an intention to get the job done despite the 
consequences. 

 Unintended violations: a breach of a rule or procedure, but the person was 
unaware or did not understand the rule or procedure. The person commits the 
violation because of lack of knowledge, training or skill. 

 Situational violation: a person chose to break a rule or procedure as they 
considered compliance with rules or procedures would make the task or activity 
unworkable for example special tools or equipment such as work platform not 
available. 

 Organisational benefit violations: a person chose to break a rule or procedure 
as they felt it would benefit the organisation for example quicker and cheaper. 

 Personal benefit violation: a person chose to break a rule or procedure 
because they personally benefited for example taking short cuts to finish the work 
so they can go home early. 

 Reckless violation: a person chose to break a rule or procedure without any or 
proper regard to the consequences, including malicious acts.  

 Accepted violation: a person is seen by a supervisor violating a procedure 
without being corrected, or is asked to violate procedures. 

As previously stated, there are various other models that classify violations in a different 
way. For example, the UK HSE classifies violations as follows [2]: 

 Routine violations: a behaviour in opposition to a rule, procedure, or instruction 

that has become the normal way of behaving within the person’s peer/work 
group. This term applies to any type of violation and raises issues about the role 
of supervisors / management. 

 Exceptional violations: these violations are rare and happen only in unusual 
and particular circumstances, often when something goes wrong in unpredicted 
circumstances for example during an emergency situation. Acts of sabotage, 
ranging from vandalism by a de-motivated employee to terrorism could be 
included in this category. 

 

 

 

 

 Situational violations: these violations occur as a result of factors dictated by 
the worker’s immediate work space or environment (physical or organisational).  

The motivation for violations also vary, including where there is personal benefit (for 
example taking short cuts or rushing so as to go home early), organisational benefit (for 
example where the individual believes their manager or supervisor want it done that way, 
or their behaviour action will result in a better outcome for the company) or reckless 
violations (for example the individual simply does not care or consider the outcomes from 
their actions). 
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Figure 1: Hierarchy of Human Failures  
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How people contribute to incidents 

People can cause or contribute to incidents, or mitigate the consequences in a number of ways: 

 Through a failure a person can directly cause an accident. However, people do not make errors 
deliberately. We are often ‘set up to fail’ by the way our brain processes information, by our training, 
through the design of equipment and procedures and even through the culture of the organisation we 
work for. 

 People can make disastrous decisions even when they are aware of the risks. We can also misinterpret 
a situation and act inappropriately as a result. Both of these can lead to the escalation of an incident. 

 We can intervene to stop potential incidents. Many companies have their own anecdotes about recovery 
from a potential incident through the timely actions of individuals. Mitigation of the possible effects of an 
incident can result from human resourcefulness and ingenuity. 

 The severity of injury can be reduced by the emergency response of management/supervisors and 
operators. Emergency planning and response including appropriate training can significantly mitigate the 
impact of the emergency situations and improve the speed of recovery to normal operations. 

The consequences of human failures can be immediate or delayed: 

 

 

Active 

(Immediate) 

Active failures often have an immediate consequence or at-risk situation and are usually 
made by front-line people such as drivers, control room staff or machine operators. In a 
situation where there is no room for error these active failures have an immediate impact 
on health and safety. 

 

 

Latent 

(Delayed) 

 

Latent failures are made by people whose tasks are separated in time and space from 
operational activities, for example designers, decision makers and managers. Latent 
failures are typically failures in operational and health and safety management systems 
(design, implementation or monitoring). Examples of latent failures are: 

• poor design of plant and equipment; 

• ineffective training; 

• inadequate supervision; 

• ineffective communications; and  

• uncertainties in roles and responsibilities.  

Latent failures provide a greater risk to the effectiveness of an organisation’s health and 
safety management than active failures. Latent failures are usually hidden within an 
organisation until they are triggered or revealed by an event. 

 

Managing human failures – common pitfalls 

There is more to managing human failure in complex systems than simply considering the actions of individual 
operators. However, there is obvious merit in managing the performance of the personnel who play an important 
role in preventing and controlling major incidents, as long as the context in which this behaviour occurs is also 
considered. 

There are several mistakes that organisations commonly make when assessing human performance in relation 
to failures. These may include: 

 Assuming operators would be able to carry out all tasks, including during emergencies.  

 Providing optimistic probabilities of human failure based on incorrect assumptions or data sources.  

 Assuming that an operator will always be present, detect a problem and immediately take appropriate 
action. 

 Assuming that people will always follow procedures. 

 Stating that operators are well-trained, when it is not clear how the training provided relates to hazard or 
incident prevention. 
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 Assuming that training will prevent also slips/lapses, and not only violations or mistakes. 

 Stating that operators are highly motivated and therefore not prone to unintentional failures or deliberate 
violations. 

 Ignoring the human component completely, failing to discuss human performance in risk assessments, 
leading to the impression that the site is unmanned. 

 Overcomplicating the work processes, workplaces and procedures, so that operators lose sight of the 
critical tasks or controls. 

 Not taking human error into account when planning work processes, work places and procedures. 

 

Managing human failures – three serious concerns 

The misconceptions discussed above can be summarised into three areas of concern, where organisations do 
not adequately address human factor issues: 

Concern 1 An imbalance between hardware engineering and human factors. 

 

Concern 2 Focusing on the human contribution to personal safety rather than to the initiation and 
control of hazards. 

 

Concern 3 Focusing on ‘operator error’ at the expense of ‘system and management failures’. 

 

What should my organisation do about it? 

 

 

Human 
reliability 
assessment 

The information below is intended to assist in the first of these aspects – an assessment 
of the human contribution to risk, commonly known as Human Reliability Assessment 
(HRA). 

There are two distinct types of HRA: 

 qualitative assessments that aim to identify potential human failures and 
optimise the factors that can influence human performance; and 

 quantitative assessments which, in addition, aim to estimate the likelihood of 

such failures occurring. (The results of quantitative HRAs may feed into 
traditional risk assessment tools and methodologies, such as event and fault tree 
analysis). 

There are difficulties in quantifying human failures (for example relating to a lack of data 
regarding the factors that influence performance), however there are significant benefits 
to the qualitative approach and it is this type of HRA that is described below. 
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Why carry out a 
human 
reliability 
assessment? 

One reason is that human failure is a major cause of ‘disruption’ (not just injuries, but 
plant downtime, defects in product quality, environmental damage etc). Near miss reports 
may indicate an unacceptable level of human failure in the organisation. In some 
countries, regulations (for example Seveso [3]) mandate that site safety cases/reports 
should show that the organisation is acting responsibly to reduce the contribution of 
human failures for major hazard scenarios. 

In general, it is a positive advantage for an organisation to understand better what might 
be causing failures and to take steps to reduce their likelihood. 

 

 

Advantages of 
a human 
reliability 
assessment? 

 Provides a logical and comprehensive assessment of factors influencing human 
performance. 

 Leads to recommendations for improvement. 

 Supports the safety case: forces attention on safety critical tasks. 

 Can increase workers engagement in safety management. 

 

 

Disadvantages 
of a human 
reliability 
assessment? 

 Can be time-consuming and costly, particularly if the risk from human failure in a 
task is low. 

 May require specialist input. 

 Some of its methods may not be validated. 

 

Example of a method to manage human failures 

The following structure is well-established and has been applied in numerous industries, including chemical, 
nuclear and rail. Other methods are available, but these tend to follow a similar structure to that described 
below. This approach is often referred to as a ‘human-HAZOP’, and this is a useful term to help those involved 
to understand the expectations.  

A proforma for recording the Human Reliability Assessment is provided in Table 1 at the end of this publication. 

Overview of key steps: 

 Step 1: identify main site hazards; 

 Step 2: identify critical human activities that affect these hazards; 

 Step 3: outline the key steps in these activities; 

 Step 4: identify potential human failures in these steps; 

 Step 5: identify factors that make these failures more/less likely; 

 Step 6: manage the failures using hierarchy of control; and 

 Step 7: manage failure recovery. 
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Step 1: 
Consider all the 
main hazards 

Identify the main hazards and risks on the site, with reference to the site safety report 
and risk assessments. 

 

 

Step 2: Identify 
manual 
activities that 
affect these 
hazards 

Identify activities in these risk areas with a high or critical human component. The aim of 
this step is to identify human interactions with the system which constitute significant 
sources of risk if human failures occur. For example, there is usually more opportunity for 
human failure in filling a liquid oxygen road tanker than in operating a static liquid oxygen 
storage vessel due to the higher number of manual operations in tanker filling. Human 
interactions which shall require further assessment are: 

 those that have the potential to initiate an event sequence (for example incorrect 
valve operation causing a loss of containment); 

 those required to stop an incident sequence and; 

 actions that can escalate an incident (for example inadequate maintenance of a 
hose). 

Assess tasks such as maintenance, response to upsets/emergencies, as well as normal 
operations. It is important to note that a task may be a physical action, a check, a decision 
making activity, a communications activity or an information-gathering activity. In other 
words, tasks may be physical or mental activities. 

 

 

Step 3: Outline 
the key steps in 
these activities 

In order to identify failures, it is helpful to look at the activity in detail. An understanding 
of the key steps in an activity may be obtained through:  

 talking to operators (preferably going through the operation step by step); 

 task observation;  

 review of procedures, job aids and training materials; and 

 review of the relevant risk assessment. 

This assessment of the task steps establishes what the person needs to do to carry out 
a task correctly. It should include a description of what is done, what information is 
needed (and where this comes from) and interactions with other people and systems. 

 

 

Step 4: Identify 
potential 
human failures 
in these steps 

Identify potential human failures that may occur during these tasks – remembering that 
human failures may be unintentional or intentional. Use the guidewords below for the key 
steps of the activity. Key steps to assess would be those that could have adverse 
consequences should they be performed incorrectly. 

A task may: 

 not be completed at all (for example non-communication); 

 be partially completed (for example too little or too short); 

 be completed at the wrong time (for example too early or too late);  

 be incorrectly completed (for example too much, too long, on the wrong object, 
in the wrong direction, too fast/slow); 

or, 

 task steps may be completed in the wrong order; 

 the wrong task or procedure may be selected and completed. 

 

 

Additionally, there may be: 

 A deliberate deviation from a rule or procedure. 
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Note that an operator may repeat the same failure, known as dependency, for example 
an operator may wrongly calibrate more than one instrument because a miscalculation 
has been made. 

A more detailed list of ‘failure types’, similar to HAZOP guidewords, can be used in place 
of the simplified version and is provided here: 

Action Failures Information Retrieval Failures 

A1 - Operation too long / short R1 - Information not obtained 

A2 - Operation mistimed R2 - Wrong information obtained 

A3 - Operation in wrong direction R3 - Information retrieval incomplete 

A4 - Operation too little / too much R4 - Information incorrectly interpreted 

A5 - Operation too fast / too slow Information Communication Failures 

A6 – Misalign I1 - Information not communicated 

A7 - Right operation on wrong object I2 - Wrong information communicated 

A8 - Wrong operation on right object I3 - Information communication incomplete 

A9 - Operation omitted I4 - Information communication unclear 

A10 - Operation incomplete Selection Failures 

A11 - Operation too early / late S1 - Selection omitted 

Checking Failures S2 - Wrong selection made 

C1 - Check omitted Planning Failures 

C2 - Check incomplete P1 - Plan omitted 

C3 - Right check on wrong object P2 - Plan incorrect 

C4 - Wrong check on right object Violations 

C5 - Check too early / late V1 - Deliberate breach of rules or 

procedures 
 

 

 

Step 5: Identify 
factors that 
make these 
failures more 
likely 

Where human failures are identified above, the next step is to identify the factors that 
make the failure more or less likely. 

Performance Influencing Factors (PIFs) are the characteristics of people, tasks and 
organisations that influence human performance and therefore the likelihood of human 
failure. PIFs include time pressure, fatigue, design of controls/displays and the quality of 
procedures. Evaluating and improving PIFs is the primary approach for maximising 
human reliability and minimising failures. PIFs can vary on a continuation from the best 
practicable to worst possible outcome. When all the PIFs relevant to a particular situation 
are optimal, then failure likelihood will be minimised. 

HSG48 [2] also lists often-cited causes of human failures in incidents under the three 
headings of Job (or Task), Individual and Organisation. 
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Step 6: Manage 
the failures 
using hierarchy 
of control 

In order to prevent the risks from human failure in a hazardous system, several aspects 
need to be considered: 

 Can the hazard be removed? 

 Can the human contribution be removed, for example by a more reliable 
automated system (bearing in mind the implications of introducing new human 
failures through maintenance etc.)? 

 Can the consequences of the human failure be prevented, for example by 
additional barriers in the system? 

 Can human performance be assured by mechanical or electrical means? For 
example the correct order of valve operation can be assured through physical 
key interlock systems or the sequential operation of switches on a control panel 
can be assured through programmable logic controllers. Actions of individuals 
should not be relied upon to control a major hazard. 

 Can the Performance Influencing Factors be made more optimal, for example 
improve access to equipment, increase lighting, provide more time available for 
the task, improve supervision, revise procedures or address training needs? 

 

 

Step 7: Manage 
failure recovery 

Should it still be possible for failures to occur, improving failure recovery and mitigation 
are the final risk reduction strategies. The objective is to ensure that, should a failure 
occur, it can be identified and recovered from (either by the person who caused the failure 
or someone else such as a supervisor) – i.e. making the system more ‘failure tolerant’. A 
recovery process generally follows three phases: detection of the failure, diagnosis of 
what went wrong and how, and correction of the problem. 

Detection of the failure may include the use of alarms, displays, direct feedback from the 
system and competent supervisor monitoring/checking. There may be time constraints in 
recovering from certain failures in high-hazard industries, and it should be borne in mind 
that a limited time for response (particularly in a deviation/emergency) is in itself a factor 
that increases the likelihood of failure. 
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Disclaimer 
 

All technical publications of AIGA or under the AIGA name, including codes of practice, safety procedures, and any other technical information contained 

in such publications are obtained from sources believed to be reliable and are based on technical information and experience currently available from 
AIGA and others at the date of their issuance. 
 
Where AIGA recommends reference to or use of its publications by its members, such reference to or use of AIGA’s publications by its members or third 
parties are purely voluntary and not binding. 
 
Therefore, AIGA or its members make no guarantee of the results and assume no liability or responsibility in connection with the reference to or use of 
information or suggestions contained in AIGA‘s publications. 
 
AIGA has no control whatsoever as regards performance or non-performance, misinterpretation, proper or improper use of any information or suggestions 
contained in AIGA’s publications by any person or entity (including AIGA members) and AIGA expressly disclaims any liability in connection thereto. 

 
AIGA’s publications are subject to periodic review and users are cautioned to obtain the latest edition. 
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